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Abstract. Nonpolar solvation dynamics of a nonpolar diatomic solute in a room temperature ionic liquid (RTIL)
has been followed via nonequilibrium molecular dynamics (MD) simulation. Frank-Condon type excitation of
the solute, previously in equilibrium in RTIL solvent, has been modelled by abruptly changing the Lennard-Jones
(LJ) diameter of the solute atoms and thereby disrupting the equilibrium situation. The rearrangement of the
RTIL solvent molecules, which has been seen to be mostly contributed by the solute’s first solvation shell, around
the excited solute results overall spectral narrowing and biphasic decay of the solvation energy; a dominant and
very rapid process having sub-100 fs relaxation time, followed by a slower one relaxing at a timescale of ∼5 ps.
A mode-coupling theory based calculation is also used to obtain the nonpolar solvation relaxation function for
a model nonpolar solute dissolved in model RTIL solvent. The theoretical relaxation decay is not in very good
agreement with the simulated nonequilibrium solvation response function; the theory predicts the short time
relaxation component slower and the longtime component faster than those of the simulated nonequilibrium
relaxation. We have also checked the validity of the linear response theory (LRT) for nonpolar solvation in
RTIL by looking at the equilibrium solvation energy correlation in the RTIL solvent in presence of the ground
state (GS) and the excited state (ES) solute. Apparent breakdown of the LRT in the present case elucidates
the probable disagreement between the theoretical and simulated nonequilibrium nonpolar solvation response
functions.
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1. Introduction

Room temperature ionic liquids (RTILs) are interesting
new materials with multiple fascinating properties. An
increasing number of studies are putting forward newer
applications of these RTILs; as the reaction medium,1,2

in energy applications,3 as CO2 capturing material,4,5

etc. These applications are directly connected to the
key macroscopic properties of RTILs, which too origi-
nate from the structural and dynamical properties at the
molecular level. This is the rationale of growing interest
of understanding molecular structure and dynamics of
RTILs using experiment, theory and computer simula-
tion.
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The solvation dynamics of RTILs for an electron-
ically excited solute molecule—which is generally
fluorescent—have been studied over the years using
the Stokes shift dynamics method6–22 in order to detect
the solvation behavior, the knowledge of which is the
key to judge a particular RTIL as a potential reaction
medium. Due to the fact that the dipole moment of
the electronically excited state of the solute generally
increases substantially (e.g., the dipole moment of C153
probe increases by ∼7D upon electronic excitation by
a particular wavelength radiation),23 the solute primar-
ily probes the solute-RTIL dipole-dipole and ion-dipole
interactions guided solvation of RTILs. The dipolar
solvation response function calculated by following
the time-dependent shift of the fluorescence emission
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spectrum of the excited probe molecule for imida-
zolium and pyrrolidinium ILs shows biphasic decay:
the faster component (∼20% of the total response)
relaxes exponentially with sub-picosecond time con-
stant (∼100–700 fs), and the slower component relaxes
stretched-exponentially (stretched exponent � 1) with
time constant ranging over a few picoseconds to sev-
eral nanoseconds.10–23 While it is somewhat settled that
the origin of the slower relaxation is usually due to the
slower rotation of the dipolar cations and/or the transla-
tion of the ions, the origin of the ultrafast time constant
is still debated.24–42 Multiple modes of molecular move-
ments can be responsible for this ultrafast relaxation,
including the hydrogen-bond (H-bond) libration,25–31

faster rotation of the dipolar cation,24–29 fast translation
of small constitute anion,10,37–42 etc. Recent classical
density functional based theoretical calculations24–31

supported the experimental findings and thereby put for-
ward possible origins of different solvation relaxation
timescales.

More recent three-pulse photon echo peak shift
(3PEPS) measurements using oxazine-4 probe in several
RTILs have reported unexpectedly fast solvation.43,44

The measured relaxation time scales are way faster
than those obtained in the time-resolved fluorescence
Stokes shift measurements (TRFSS).10–13 It’s highly
unlikely that the traditional dynamical modes, discussed
in the preceding paragraph, can completely explain
the origin of this ultrafast solvation. This anomaly
reminds the experimental report of ultrafast solvation
using transient hole-burning technique for a wide variety
of viscous solvents.45–47 It was observed that the sol-
vation of dimethyl-s-tetrazine—a nonpolar solute—is
governed by an unprecedented fast relaxation mech-
anism. The relaxation was sometimes more than two
orders of magnitude faster than the traditional dif-
fusive re-orientational relaxation of polar solvation
near dipolar solutes. The key origin for this very fast
relaxation was later understood to be nonpolar inter-
action between the excited solute and the solvent and
therefore the associated solvation was termed as non-
polar solvation.45–53 This opens up the possibility of
identifying nonpolar solvation as the key relaxation
mechanism found in the recent 3PEPS measurement
for RTILs. Furthermore, the reported Stokes shift value
is ∼200−500 cm−1, 43,44 which is much smaller than
that found in TRFSS measurement using C153.10–13

This is probably due to the low polarity of both the
ground and excited state oxazine-4 probe molecule.
This motivated one of us to investigate the problem
using mode coupling based theory on non-polar solva-
tion dynamics of different RTILs at a model nonpolar
solute.30 The theoretical relaxation timescales were in

semi-quantitative agreement with the measured ones
and thus the theoretical study drew an important con-
clusion that the 3PEPS and TRFSS experiments are
probably reconnoitring different components of the total
solvation energy relaxation of a laser-excited dye in a
given RTIL.

Although the above mode-coupling theory based cal-
culation was somewhat successful in understanding the
nonpolar solvation relaxation of the oxazine-4 probe in
RTILs, the theory is not absolutely free from problems,
particularly when one uses it for a complex solvent like
RTILs. The key approximations in this theory are as fol-
lows: (i) the solvent molecules are perfectly spherical
in shape, (ii) the molecules are uniformly distributed
in space, and (iii) the LRT holds perfectly so that the
non-equilibrium solvation response function measured
experimentally can be written as equilibrium solvation
energy correlation function. The first approximation is
valid when the theory is used for smaller molecular
liquids and therefore the shape can be well approxi-
mated as spherical. But the known complexities of RTIL
molecules somewhat question the spherical approxima-
tion. This approximation for RTIL molecules is more of
a concern, particularly for nonpolar solvation. This is
due to the fact that the nonpolar solvation is dominated
by the nonpolar interaction—e.g., LJ interaction, which
is short-ranged and thereby primarily contributed by the
nearest neighbour solvent IL molecules. Interestingly,
the similar spherical approximation of RTIL molecule
is proven to be valid for dipolar solvation as the theoret-
ically predicted solvation response semi-quantitatively
agrees with measured one.24,25,30 This can be understood
from the fact that dipolar solvation, unlike the nonpolar
one, takes into account largely the longer ranged solute-
IL dipole-dipole interaction and therefore average out
the local shape factor significantly. Similarly, the second
approximation is also questionable due to the fact that
the RTIL is not a microscopically homogeneous at all
and possesses spatial and temporal heterogeneities.32,54

The importance of local interaction in nonpolar solva-
tion makes the approximation even more questionable.
The approximation, that the LRT holds correctly, has
generally proven to be valid for solvation of a dipolar
solute in common dipolar solvents and RTILs.39,55 But
the theory severely breaks down for nonpolar solvation
response function in common dipolar solvents when the
solute is subjected to sudden perturbation in size param-
eters, as done in computer simulation for obtaining
nonequilibrium solvation response.56 These limitations
of the theory motivate us to study the nonpolar solvation
dynamics for explicit all-atom model of RTIL molecule
near an excited nonpolar solute using nonequilibrium
molecular dynamics simulation technique and address
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the possible contrast between the mode coupling theory
and all-atom molecular dynamics simulation.

In this paper, we determine by nonequilibrium sim-
ulation the nonpolar solvation energy relaxation of a
diatomic solute in [Bmim][PF6]—an imidazolium IL—
by suddenly changing the LJ parameters of the solute,
the way to mimic the Frank-Condon type excitation.
Then the rearrangement of IL molecules around the
excited solute and thereby the solvation energy relax-
ation has been monitored over time by looking at the
time-dependent Stokes shift value. We have also com-
pared the mode coupling based theoretical solvation
energy relaxation with the simulated one in order to
check the rationality of the theory in this RTIL. The
virtue of using all-atom model of IL in the present sim-
ulation has given us the opportunity of looking at the
individual contributions of different segments of the IL
to the total Stokes shift and thereby understanding their
relative significance in the whole process. We have also
calculated the equilibrium solvation energy correlation
function from equilibrium trajectory for both GS and
ES of the solute in order to compare with the nonequi-
librium solvation response function and thus check the
validity of LRT for nonpolar solvation in RTIL.

2. Model description and simulation details

In this section, we first provide the simulation details and the
equilibration of the system. The section ends with a discussion
on how the trajectories are generated for analyses.

2.1 Simulation details and system equilibration

The simulated system consists of 128 pairs of [Bmim]+ cation
(see Scheme 1a) and [PF6]− anion (Scheme 1b) as the solvent
and one nonpolar solute, modelled as a simple rigid diatomic
molecule (Scheme 1c). Traditionally, this type of solute model
has been used for decades in MD simulation for probing sol-
vation behavior in dipolar liquid.55–57 In addition, the solute
model having rotational degrees of freedom is more realis-
tic than a single atomic solute model and takes into account
the solute’s rotational contribution towards the total solvation
dynamics.

Initial gas-phase structures of the [Bmim]+ cation and
[PF6]− anion are obtained by optimizing at B3LYP/6−311+
G∗∗ level of theory and basis set with the GAMESS pack-
age.58 128 pairs of the optimized ions and the diatomic solute
molecule, the structure of which is created by the bond dis-
tance parameter between the two atoms, are then placed in
a cubic box; the configuration is generated using PACK-
MOL package.59 The required box length is calculated from
the previously simulated equilibrium density of this RTIL
(4.705 mol dm−3) for the same force field and the temper-
ature (298 K) we use here.60

For the RTIL solvent, we use the force field developed
by Canongia-Lopes et al., based on the OPLS-AA frame-
work.60 Detailed description of the potential form including
the meaning of the terms is presented elsewhere.61 The ratio-
nale of using this force field, apart from the fact that the use
of this force field results into much less computational cost
compared to that of the polarizable model, is its proven pre-
dictability of the measured solvation and dielectric relaxation
behavior of a dipolar solute dissolved in RTILs.33,34,38,39 An
alternate model reducing the charges of the RTIL ions to
enhance the mobility also does exist. This model is based
on the understanding that due to the induced polarization
between the ions of RTIL the columbic charges of the ions are
less than whole numbers (±1). However, a study on applica-
bility of various models of RTIL in two different dynamical
limits, local and collective, shows that the reduced charge
model is not at all a good choice when the local interaction is
important, for example in single molecule rotational motion
of the dipole.62 Nonpolar solvation being dominated by the
interaction between the solute and the nearest neighbor RTIL
solvent molecules is predominantly a local phenomenon. This
justifies the use of this simpler yet useful model for the
RTIL ions. The solute is modelled as a rigid molecule having
two identical LJ atoms of diameter (σ ) 3.61 Å and LJ well
depth (ε) 1.41 KJ/mol. These values represent the GS of the
solute. Therefore, the solute and the RTIL ions interact only
via LJ interaction: V L J

12 = 4ε12
[
(σ12/r12)

12 − (σ12/r12)
6];

the cross terms—σ12 and ε12—are calculated using Lorentz-
Berthelot rule. We use GROMACS package63 for simulating
the entire system in the box. Periodic boundary condition has
been employed on all sides of the box. We optimize the entire
system using steepest descent algorithm for 1000 steps before
10 ns equilibrium simulation run, of which the first 5 ns simu-
lation is run using NPT ensemble and the next 5 ns simulation
is continued with NVT ensemble. This 10 ns simulation is car-
ried out in order to get the proper equilibrated structure. In
both cases, we use Verlet leap-frog algorithm for integrat-
ing Newton’s equations of motion with 1 fs time step. While
Nose-Hoover thermostat64,65 with coupling constant 0.5 ps is
used for controlling the temperature at 298 K and Berendsen
barostat66, with the same coupling constant of 0.5 ps is used
for controlling the pressure at 1 bar. The long-ranged elec-
trostatic interactions are handled using Particle Mesh Ewald
summation technique.67

The equilibrated system is then continued to run for another
1 ns under the same conditions, discussed above before
we finally start running multiple nonequilibrium trajectories,
which will be discussed now.

2.2 Simulation trajectory details

During the 1 ns equilibrium trajectory with the GS solute,
we save configurations every after 10 fs, the time which is
required to clearly resolve the presumably very fast nonpo-
lar solvation dynamics (see Sect 3.2). Using this trajectory
we calculate inter-atomic radial distribution functions (g(r))
of the RTIL solvent molecules, presented in Section S1 of
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Scheme 1. The all-atom model of the RTIL, [Bmim]+[PF6]− and the diatomic solute.

Supplementary Information (SI). The simulated g(r)s are in
excellent agreement with those presented in earlier studies,
indicating proper equilibration of the system.68–70 This trajec-
tory is also used to get the equilibrium solvent configuration
around the GS solute, which also assists to make a reference
for the configuration after the nonequilibrium situation is cre-
ated by suddenly changing the LJ parameter(s) of the solute.

100 nonequilibrium trajectories are initiated at a regular
interval of 30 ps from a long equilibrium trajectory of dura-
tion 3.0 ns starting from the end point of the previous 1 ns
equilibrium trajectory. The first nonequilibrium trajectory is
thus initiated from the final configuration of the previous
1 ns equilibrium trajectory. All the nonequilibrium trajec-
tories are started by increasing LJ diameters of the solute
atoms by 20% of its GS value, keeping LJ well depth (ε)
unchanged. The new LJ diameter for the solute is thus (σ )
4.33 Å. We call the solute with the new LJ parameters as ES
solute. The 100 different nonequilibrium trajectories serve
two purposes. First, they provide a sampling of different
initial solvent environments, a characteristic decisive for a
set of such nonequilibrium trajectories. Also, they gradu-
ally increase the length of the equilibration process, which
is desired for a slower solvent like [Bmim][PF6] RTIL. The
total duration of the equilibrium trajectory in presence of the
GS solute is thus equal to 4 ns, which is used for the equilib-
rium solvation analysis. We extend the equilibrium trajectory
to 20 ns for obtaining reasonably smooth equilibrium struc-
ture of RTIL molecules around the GS solute. We calculate
the time-dependent quantities in Section 3 by averaging over
all these 100 nonequilibrium trajectories at a common refer-
ence time at t = 0, the starting point of the trajectories. The
lengths of all the trajectories are 30 ps, during which temper-
ature constraining is lifted so that the natural dynamics are

not affected anyway. We will see in Section 3 that the 30 ps
duration of the nonequilibrium trajectories is sufficient for
completing the nonpolar solvation around the ES solute. The
configurations have been saved in the interval of 5 fs, which is
essential for getting fine details of the time-dependent results,
especially for ultrafast nonpolar solvation. By convergence
study (Section S2 of SI) we have shown that the set of 100
nonequilibrium trajectories is enough for present sampling
purpose.

One of the nonequilibrium trajectories is then extended for
another 20 ns in order to obtain the equilibrium trajectory
including new RTIL solvent configurations around the solute
in its ES. Configurations from both the equilibrium trajecto-
ries in presence of GS and ES solute have been saved every
after 10 fs. The equilibrium solvation picture around the GS
and the ES solute are extracted from the equilibrium trajecto-
ries of 20 ns each.

3. Results and Discussion

In this section, we first compare the equilibrium sol-
vation structure of the solute between its GS and
the ES. The equilibrium average peak shift is shown
next. The time-dependent analysis is started by look-
ing at the time-dependent spectral width function and
peak shift. We then focus on the relative contributions
from the various RTIL sites and the solute’s solva-
tion shells towards the total time-dependent peak shift.
Simulated nonequilibrium nonpolar solvation response
function is then presented and compared with the solva-
tion energy-energy correlation function, obtained from
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mode-coupling theory based calculation. The section
ends with a discussion on examining the validity of LRT
for nonpolar solvation of the solute in the RTIL solvent.

3.1 Structural change

Figure 1 presents g(r)s between the solute and the center
of mass of the RTIL cation, [Bmim]+ and the anion,
[PF6]− both at the GS and the ES of the solute. Clearly,
the g(r) peaks shift towards longer r values for ES,
which is simply due to the increase of the σ value of the
solute atoms. Also, the RTIL ions are more structurally
organized around the ES solute than that around the GS
one. This stems from the fact that the increase of σ value
of the solute atoms increases the attractive part of the
potential and thereby increases the structural order of the
RTIL solvent molecules around the solute. The change
of the solvation structure around the solute molecule
is associated with the solvation dynamics, the primary
objective of the study. A closer comparison between
Figure 1a and 1b reveals that the change of g(r) peak
height is more pronounced for solute-[PF6]− than that
for solute-[Bmim]+.
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Figure 1. Comparison between the solute-sol-
vent g(r) at the GS and the ES of the solute:
g(r) between (a) COM of the solute and COM of
[Bmim]+ cation and (b) COM of the solute and
COM of [PF6]− anion of the RTIL (See Scheme 1
for the atom labelling).

In order to get further insight about the equilibrium
solvation structure of the solute in [Bmim][PF6], we
have shown in Figure 2 the g(r) between the solute
atoms and some specific atoms of the RTIL. g(r)s
between the solute and the remaining alkyl carbon atoms
of the alkyl chain of [Bmim]+ cation are presented in
Figure S3 of SI. Visibly the solvation structure around
the solute changes appreciably upon the excitation of
the solute. Generally, the first peaks shift towards longer
interatomic distance and the overall solvation structures
look more ordered ones. This reiterates the direct pro-
portionality between the increase of σ value of the solute
atoms with the increase of both repulsive and attractive
part of the potential. Comparative analysis of the sol-
vent’s site-specific g(r) shows that at GS the solute stays
more in the hydrophobic domain (near CT ), as evidenced
by the most intense g(r) peak for the solute-RTIL. This
is in accordance with the fact that the solute is nonpolar
and therefore prefers the nonpolar domain of the RTIL,
which is the hydrophobic side chain. Comparison of the
intensities of the g(r) peaks between the solute and the
alkyl side chains of the [Bmim]+ cation (Figure 2c and
Figure S3 of SI) shows that the GS solute stays closer
to CT than C2 or CS; the order of the peak intensities
is CT > CS > C2. Interestingly, similar behavior is
observed for solvation structure of longer chain RTILs
([C10mim][Cl] and [C10mim][PF6]) around 129Xe solute
probe.71

The solvent environment around the excited solute
changes appreciably. The sharp decrease of the first
g(r) peak height between the ES solute and RTIL
CT indicates that the ES solute, unlike the GS solute,
is not overwhelmingly situated near the hydrophobic
domain. Also, the first peak heights between the ES
solute and the cationic head group atoms (NA, CR)

and [PF6]− anion are more intense than those with GS
solute. Therefore, the solvent environment is somewhat
diverse around the ES solute as indicated by the sim-
ilar first peak positions and heights of different g(r)s
in Figure 2. The diverse solvent environment around
the ES solute corroborates with the features, one gener-
ally expects from a solvent like RTIL, which possesses
great extent of spatiotemporal microscopic heterogene-
ity.72–77

We now focus on the average dynamic red shift ΔE(t)
(see Section S4 of SI for the definition), the value of
which is calculated using the equation, 〈�E(t)〉 =〈
VES,I L (t)

〉 − 〈
VGS,I L (t)

〉
, where V LJ

GS,I L and V LJ
ES,I L are

the LJ interactions between the GS and ES solute respec-
tively with the RTIL solvent. The normalized probability
distributions of ΔE values in the presence of GS and
ES solute are presented in Figure 3. These two distribu-
tions are calculated from the two equilibrium trajectories
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Figure 2. g(r) between solute atoms and the various atoms of the RTIL ions. The g(r) for GS solute is
labelled as blue and that for the ES solute is labelled as red. See Scheme 1 for the atom-labelling.

(4 ns), one involving the GS solute and the other involv-
ing the ES solute. Clearly, neither of the distributions
are Gaussian in nature indicating the presence of local
structural heterogeneity around the solute. It’s worth
mentioning that the same distributions for the dipolar
solvation of a diatomic solute in a model polar solvent
were seen to be Gaussian.55 The GS distribution is set to
be centered at ΔE = 0 and therefore the peak position
of the ES distribution measures the equilibrium aver-
aged shift. The ES distribution peak is shifted towards
the red end by ∼3000 cm−1, indicating the average
red shift. Note we have obtained much larger Stokes
shift compared to the reported shift in 3PEPS measure-
ment.43,44 This is clearly due to the high increase of the
σ values by 20% of its initial value. Despite the fact
that smaller increase of σ value might result into the
smaller shift, we increased the value of σ of the solute
so high. The rationale is following. Figure 3 clearly
demonstrates that the distribution of shift in the presence
of GS solute is far wide (the width at half maximum
is ∼4000 cm−1). This distribution in presence of the
ES solute should be amply different from that of the
GS solute in order to get a clear time-dependent shift
(see Section 3.2) with minimum error especially when

-6000 -3000 0 3000

N
or

m
al

iz
ed

 P
ro

ba
bl

ity

0.00

0.02

0.04

E (cm-1)

GSES
Red Shift

Figure 3. Normalized equilibrium probability distributions
of ΔE values in the presence of the GS solute (blue line) and
the ES solute (red line). The sampling is done after every 10 fs
over 4 ns equilibrium trajectories. The vertical dashed lines
indicate the maxima of the peaks.

we have limited number of nonequilibrium trajectories.
Choice of smaller increment of σ value of the solute
would result into significant overlapping between the
two distributions in Figure 3 for GS and ES solute and
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thereby the time-dependent shift would have low sig-
nal/noise ratio. However, the solvation energy relaxation
time scales, the primary objective of this paper, should
not have much effect on this extent of change of the σ

value.
Further inspection of Figure 3 also shows that the

initial �E probability distribution appropriate for the
GS solute is much wider than the final �E proba-
bility distribution appropriate for the ES solute. This
suggests TRFSS spectrum should show an overall time-
dependent narrowing, which we will examine in the next
subsection. This spectral narrowing must be directly
related to the larger solvent force constant near the min-
ima of the solvent-free energy curve for the ES solute.
The larger solvent force constant for the ES solute is
again due to the increased interaction as indicated by
the more ordered solvation structure of the ES solute
than that of the GS solute.

3.2 Nonpolar solvation dynamics

We now examine the time-dependent width function
followed by simulated nonequilibrium nonpolar solva-
tion dynamics. We then discuss another well-established
approach namely, the mode-coupling theory based cal-
culation to obtain the nonpolar solvation response func-
tion and finally compare the theoretical relaxation time
scales with the simulated ones in order to understand
the origin of the simulated relaxation timescales.

The time-dependent width function, W (t), is calcu-
lated by looking at the standard deviation of the ΔE
sample for 100 different non-equilibrium trajectories;
W (t) = 〈

(�E)2
〉 − 〈�E〉2. Figure 4 presents time-

dependent W (t), which shows very fast decay as it
almost reaches equilibrium in 150 fs. This ultrafast
decay must be seen also in time-dependent Stokes shift,
as we will see now.
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Figure 4. The width function W (t) as a function of time.

The time-dependent shift 〈�E (t)〉 (see Eq. 4 in Sec-
tion S4 of SI) has been plotted in Figure 5a as a function
of time. The overall dynamic Stokes shift is ∼3580 cm−1

(obtained by time averaging at long time decay), which
is slightly higher than the equilibrium average red shift
(3000 cm−1). The probable reason for this difference is
lesser sampling in the time-resolved study than that in
average equilibrium ones calculated in Figure 3. Note
that while sampling of only 100 different configurations
is considered for nonequilibrium calculation, normal-
ized equilibrium probability distributions of ΔE values
in the presence of the GS and ES solute are calculated
using ∼5 × 105 configurations (once in every 10 fs dur-
ing 5 ns equilibrium trajectory). Furthermore, the very
broad distribution of �E in presence of the GS solute
(width at the half maximum ∼4000 cm−1) introduces
uncertainty in �E(t = 0) no matter what. All these
factors cause the observed difference between the equi-
librium and time-dependent shift values. Note that the
large dynamic Stokes shift is obtained as in the case of
equilibrium Stokes shift, detailed in Section 3.1, where
we have also discussed the possible reason for obtaining
this large Stokes shift.

Now, we focus on the relative contributions of the
total dynamic Stokes shift from different solvation shells
and different segments of the RTIL molecule in order to
gain further knowledge about the origin of this dynamic
Stokes shift value. In Figure 5b, we have plotted the
two time-dependent shifts: (i) that due to the interac-
tion between the solute and the solvent RTIL molecules
which are only in the 1st solvation shell of the solute
and (ii) the one due to the interaction between the solute
and the solvent RTIL molecules which are outside the
1st solvation shell. The separation between the solva-
tion shells is entirely based on the distance criteria (the
solute – the center of mass of RTIL molecule) which
was reflected in Figure 1. For example, the first solva-
tion shell of the solute is considered up to the distance
where the first minimum appears after the first peak of
g(r).

Figure 5b very clearly shows that the total dynamic
Stokes shift ∼ 3580 cm−1 is remarkably contributed by
the first solvation shell of the solvent RTIL; the value is
∼ 3534 cm−1(obtained by time averaging at long time
decay), which is almost ∼ 99% of the total shift. The
rest of the shift (∼ 46 cm−1) is contributed by the solva-
tion shells beyond the first one. This is consistent with
the fact that the LJ interaction—the only solute-solvent
interaction in the system—is short ranged and decays
very rapidly as a function of internuclear separation
(∝ 1/r−6).

We now investigate the relative contributions of four
key segments of the RTIL—the methyl group (Me), the
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Figure 5. (a) Trajectory-averaged time-dependent total
Stokes shift 〈�E (t)〉 as a function of time. (b) Separate con-
tributions of the shift from 1st solvation shell (blue line) and
from the outer shells (red line). The inset shows the latter
contribution more clearly. (c) Division of the total shift in
contributions from separate segments of [Bmim][PF6] RTIL
molecule. The blue, red, black and pink lines represent the
contributions from the methyl group, the butyl group, the imi-
dazolium ring, and the [PF6]− anion.

imidazolium ring (Im), the butyl group (Bu), and the
[PF6]− anion—towards the total shift. This particular
segmentation is done on the basis of an established four-
site model of RTIL, proposed by Roy and Maroncelli. 78
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Figure 6. Nonequilibrium nonpolar solvation response
decay, SNeqm

N P (t), of the nonpolar solute in [Bmim][PF6]

RTIL. The longtime decay of SNeqm
N P (t) is shown in the inset.

The blue horizontal dashed line indicates the value “0” for
SNeqm
N P (t).

Interestingly, the [PF6]− anion has the highest contribu-
tion of all. The order of increasing contribution from the
segments towards the total shift is as follows: [PF6]− >

Im > Bu ≈ Me
Figure 5a clearly shows that the shift is very much

rapid as it is almost over by ∼ 150 fs. However, a
very subtle shift occurs at longer times up to ∼ 15 ps,
which we examine now. The time-dependent nonequi-
librium solvation response function SNeqm

N P (t) has been
displayed in Figure 6. This has been calculated using
the following equation:

SNeqm
N P (t) = 〈�E (t)〉 − 〈�E (∞)〉

〈�E (0)〉 − 〈�E (∞)〉 , (1)

where “<>” indicates the quantity averaged over vari-
ous initial conditions. Note that the �E(t) values during
the last 5 ps of the nonequilibrium trajectories are
used for obtaining the 〈�E (∞)〉 values. The very fast
dynamics involved in this relaxation process is again
quite apparent. In addition, there is a slower compo-
nent as well, relaxing up to ∼ 15 ps. The slower part of
the relaxation is clearly visible in the inset of Figure 6.
In order to elucidate further, we have fitted the relax-
ation function with a biexponential equation of the form,
a1 exp (−t/τ1) + a2 exp (−t/τ2), where a1 + a2 = 1.
While the faster component having the contribution
of ∼ 94% of the total shift relaxes at a timescale of
∼ 50 fs, the slower component with only ∼ 6% con-
tribution has the relaxation time constant of ∼ 5.07 ps.
Note that 3PEPS measurement using oxazine-4 solute
probe molecule, which has a very small change of dipole
moment upon photo-excitation, reported the biphasic
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solvation relaxation with time constants of ∼ 150 fs
and ∼ 2.20 ps, which are in the same order of magni-
tudes with the simulated time scales.43,44 This indicates
that the measured solvation can instigate largely from
nonpolar solvation due to a sudden change of nonpo-
lar interaction between the solute and the RTIL solvent,
which can be caused by the Frank-Condon type excita-
tion of the oxazine-4 solute molecule. Note that 3PEPS
measurements are associated with the line-broadening
function, determined by the total solvation energy corre-
lation function,43 both polar and nonpolar components
of solute-solvent interactions contribute to the total peak
shift.

Equilibrium nonpolar solvation energy correlation
function can also be obtained using mode-coupling
based semi-molecular level theory.30,48,49,79 Recently,
this theory has been used for this system in order to
get an insight on the origin of the relaxation timescales,
found in the 3PEPS experiment.43,44 We now discuss the
theory briefly and compare with the present simulated
nonequilibrium solvation response function.

The nonequilibrium solvation response function
within the realm of LRT can be equated to the normal-
ized nonpolar solvation energy correlation function as,

STheory
N P (t) = CNP (t)

CNP (t = 0)
, (2)

where CNP (t)—the un-normalized nonpolar solva-
tion energy-energy time correlation function—can be
expressed as the sum of a short time binary part and a
long time collective part assuming complete decoupling
between them.30,48,49 Therefore, one can write:

CNP (t) =CB
NP (t = 0) exp

[− (t/τB)
2
] + Cρρ

N P (t) . (3)

The first and the second term of the right-hand side of
Eq. 3 are due to the interactions at binary (solute-IL) and
collective limit. The faster binary component relaxes at
a timescale of τ B

E , which can be written as30,48,49

τ=
B

√
−2CB

NP (t = 0)

C̈ B
N P (t = 0)

, (4)

where C̈ B
N P (t = 0) = d2CB

N P (t=0)

dt2
. The binary part is basi-

cally determined by the solute-IL solvent LJ interaction
potential (v12(r)), where the solvent distribution around
the solute can be approximated by the solute-IL solvent
pair correlation function, g12(r), weighted by the solvent
density (ρ). Therefore, CB

NP (t = 0) and C̈ B
N P (t = 0)

can be calculated using the following equations respec-
tively:30,48,49

CB
NP (t = 0) = 4πρ

∫ ∞

0

drr 2 [v12 (r)]2 g12 (r), (5)

and

C̈ B
N P (t = 0)

= 4πρ

m∗

∫ ∞

0

drr 2 [v12 (r)]2 ∇r g12 (r)∇rv12 (r) . (6)

Where m∗ denotes the reduced mass of the solute-
solvent composite system.

The slower part which has the contribution from the
collective density fluctuation can be expressed as,30,48,49

Cρρ

N P (t) = (kBT )2 ρ

6π 2

∫ ∞

0

dkk2c2
12 (k)S (k, t) , (7)

where c12(k) is wave-number, k dependent two particles
direct correlation function and S(k, t) is the dynamic
solvent structure factor of RTIL solvent. Note that the
details of the calculation of g12(r), c12(k), and S(k, t) in
Eq. 5–7 for this system are discussed elsewhere.30

We now use the above theoretical formulation to cal-
culate the NP solvation response function Stheory

N P (t) for a
nondipolar solute dissolved in [Bmim][PF6] IL assum-
ing the size of the solute molecule same as the RTIL
solvent. The parameters necessary for the calculation
like the sizes of the ions, the density of the RTIL, the
dielectric constant of the solvent RTIL, etc., are avail-
able in the previous paper.30 STheory

N P (t) is plotted as a
function of time in Figure 7. However, for comparison,
we also include the simulated nonequilibrium solvation
response function SNeqm

N P
(t), already shown in Figure 6.

Visibly, the initial part of STheory
N P (t) decays slower than

that of SNeqm
N P (t) but at the later time, during the slower

relaxation, both decay reasonably at a similar rate. Fit-
ting with a function, sum of Gaussian and exponential
functions having the following form:

S (t) = a1 exp
(− (t/τ1)

2
) + a2 exp (−t/τ2) (8)

we get the timescale—associated with the initial Gaus-
sian relaxation—(τ1) ∼ 225 fs with a contribution
∼ 89% and the final slower exponential part having only
∼ 11% contribution relaxing at a timescale of ∼ 2.76 ps.
Clearly, the faster component is ∼ 5 times slower and
the slower component is ∼ 2 times faster than the
simulated relaxation. However, the theoretical and sim-
ulated amplitudes of the two modes of the relaxation are
in close agreement with each other. The disagreement
between the timescales probably stems from multiple
reasons. Firstly, the calculation—being based on mode-
coupling theory—has considered the RTIL molecule as
a spherical particle, a very simplified model for the RTIL
molecule, which has a complex structure altogether.
The local complexity in the solute-RTIL solvent inter-
action is therefore completely ignored. This may lead
to serious problem in predicting particularly the initial
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Figure 7. Time-dependent nonequilibrium nonpolar solva-
tion response function, SNeqm

N P (t), of the nonpolar solute in
[Bmim][PF6] RTIL (black solid line) and the equilibrium sol-
vation response function from the theoretical calculation (blue
dashed line) using Eq. 7. The fitting parameters of SNeqm

N P (t)

and of STheoryN P (t) are listed in the table (inset). Note that while

theSTheoryN P (t) is fitted with a function, sum of Gaussian and

exponential functions (see Eq. 8), SNeqm
N P (t) is fitted with a

simple biexponential function.

response, which is due to the binary interaction between
the solute and the RTIL solvent. Secondly, the theory is
based on the approximation that the RTIL is microscop-
ically homogeneous. This approximation may lead to
serious error in estimating the dynamic structure factor
(S(k, t)) of the RTIL, the key factor in regulating the
collective density fluctuation of the solvent. Therefore,
the slower component of STheory

N P (t) can deviate from
the simulated one simply due to an inaccuracy of the
calculated S(k, t). Note that the present simulation—
being based on the well-established all-atom model of
[Bmim][PF6]—takes into account the detailed struc-
tural and dynamical behavior of the RTIL. Finally, by
assuming the validity of LRT for nonpolar solvation in
RTIL the theory considers the solvation energy-energy
correlation to be same as the nonequilibrium solvation
response. Therefore, the invalidity of the LRT may lead
to inaccuracy in calculated solvation response function
and the associated relaxation timescales. In the next sub-
section, we discuss this in more details.

3.3 Validity of LRT

In the study of solvation dynamics of an ion pair in a
polar solvent by Carter and Hynes it was shown that two
forms of LRT can be employed to make the connection
between the nonequilibrium solvation response function

and equilibrium solvation energy correlation function.55

These are equilibrium solvation energy correlation for
neutral pair and ion pair. Along the same line we can also
connect the nonequilibrium solvation response function
with the equilibrium solvation energy correlation func-
tion either for the GS (SEqm,GS

N P (t)) or for the ES solute
(SEqm,ES

N P (t)).
The equilibrium solvation energy correlation func-

tions for the GS and the ES solute are calculated using
the following equations:55

SEqm,GS
N P (t) = 〈δ�E (0) δ�E (t)〉GS〈

(δ�E (0))2
〉
GS

, (9)

and

SEqm,ES
N P (t) = 〈δ�E (0) δ�E (t)〉ES〈

(δ�E (0))2
〉
ES

, (10)

where δ�E (t) = �E (t)−〈�E (t)〉, the fluctuation of
the time-dependent shift from time-averaged value, and
“<>” denotes the equilibrium average obtained from
equilibrium simulation trajectories in presence of GS
and ES solute.

Therefore the validity of LRT for NP solvation in
[Bmim][PF6] RTIL implies that

SNeqm
N P (t) = SEqm,GS

N P (t) = 〈δ�E (0) δ�E (t)〉GS〈
(δ�E (0))2

〉
GS

= SEqm,ES
N P (t) = 〈δ�E (0) δ�E (t)〉ES〈

(δ�E (0))2
〉
ES

. (11)

Figure 8 displays the three response functions, SNeqm
N P (t),

SEqm,GS
N P (t), and SEqm,ES

N P (t) as a function of time.
Although, two equilibrium correlations—SEqm,GS

N P (t)
and SEqm,ES

N P (t)—decay almost similarly with similar
timescales and amplitudes, SNeqm

N P (t)
—most importantly—does not match either with
SEqm,GS
N P (t) or SEqm,ES

N P (t). Apparently, the equilibrium
correlations decay slower than the nonequilibrium cor-
relation. In order to view this with more clarity, we fit the
two equilibrium relaxation decays with biexponential
functions of the form, a1 exp (−t/τ1) + a2 exp (−t/τ2),
where a1 +a2 = 1. The fitting parameters, including the
average solvation time (〈τS〉) are described in Table 1.
Although the relaxation time constants of the equilib-
rium correlations are not very different from those of
SNeqm
N P (t), the amplitude of the slower part of the relax-

ation of the formers is almost double than that of the
latter. This makes the overall equilibrium relaxations
much slower than that of SNeqm

N P (t). Clearly, this indi-
cates a breakdown of LRT for nonpolar solvation of a
nonpolar solute in this RTIL.
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Figure 8. Time-dependent NP solvation response functions
from various routes. The representation is as follows: the sim-
ulated nonequilibrium solvation response SNeqm

N P (t) (black
solid line), the equilibrium solvation energy correlation func-
tions for the GS (SEqm,GS

N P (t) (blue solid line) and for the

ES solute (SEqm,ES
N P (t)) (red solid line) and the theoretical

solvation response function, STheoryN P (t)(green dashed line).

Table 1. The fitting parameters—including the
average solvation time (〈τS〉)—for the four solvation
response functions, shown in Figure 8. The solvation
response timescales, measured by 3PEPS experiment,
are also listed.

SN P (t) a1 τ1(fs) a2 τ2(ps) 〈τsolv〉 (fs)

SNeqm
N P (t) 0.94 50 0.06 5.07 351

SEqm,GS
N P (t) 0.90 93 0.10 6.33 716

SEqm,ES
N P (t) 0.90 89 0.10 6.18 698

STheoryN P (t) 0.89 225 0.11 2.76 504
SExpt (t) 150 2.26

In order to elucidate further we have also included
in Figure 8 the theoretical solvation response func-
tion STheory

N P (t) and in Table 1 the corresponding fitting
parameters. Note that STheory

N P (t) is fitted with a function
—sum of Gaussian and exponential functions—having
the form of Eq. 8. Apparent from Figure 8 and Table 1
is that the theory predicts the initial part of the solva-
tion slowest and the later part of the solvation fastest of
all. Interestingly, the amplitudes of the two relaxation
components of STheory

N P (t) match very well with the equi-
librium relaxations, indicating the better predictability
of the theory for the simulated equilibrium solvation
relaxation. The overall relaxation of, STheory

N P (t), decays
at a rate in between the equilibrium and nonequilibrium
solvent relaxation.

Lastly, the theoretical and simulated timescales are
in semi-quantitative agreement with the experimen-
tally measured timescales. This corroborates with the
understanding that the origin of the ultrafast timescales,
observed in 3PEPS measurement in RTILs, might be the
nonpolar interaction between excited solute and RTIL
molecules.

4. Conclusions

We have presented here results for nonequilibrium non-
polar solvation dynamics of an ES solute dissolved
in [Bmim][PF6] RTIL. The Frank-Condon type exci-
tation of the solute due to its sudden change of the
LJ diameter creates a perturbation in the equilibrium
solvation of the GS solute in the RTIL. The solvent
molecules —located primarily in the first solvation
shell—therefore needs to rearrange until a new equi-
librium is attained for the solvation of the ES solute.
This causes an overall time-dependent spectral narrow-
ing and shifts towards smaller frequency. The process
is biphasic with the initial dominant component relax-
ing at a timescale of ∼ 50 fs followed by a very weak
slower decay having a timescale of ∼ 5 ps. These
timescales are not very different from the ones observed
in a 3PEPS measurement using Oxazine-4 solute as
the probe molecule.43,44 This indicates a possibility that
the 3PEPS measurement probes predominantly nonpo-
lar part of the solvation. We have also used a simple
mode-coupling based approach to calculate solvation
energy-energy correlation function and then compared
with the simulated nonequilibrium relaxation in order
to verify the theoretical prediction.30,48,49 Breakdown of
the LRT has been viewed for nonpolar solvation in RTIL
while comparing the simulated nonequilibrium solvent
response function with equilibrium response functions,
calculated using equilibrium trajectories in presence of
GS and ES solute.

Note that in this study we have excited the solute by
changing only σ of the solute atoms without affecting
their ε parameter. This is due to the fact that the LJ
potential—being a function of the 12th and 6th order
of σ respectively for repulsive and attractive part of the
potential—is much more sensitive towards the change of
σ value compared to that with the change of ε parameter,
which linearly changes the LJ interaction.

It’s worth mentioning that temperature dependent
studies for the solvation dynamics can be very impor-
tant in the sense that the viscosity—a function of
temperature—can in principally affect the nonpolar sol-
vation dynamics in general and the slower part of the
decay to be more specific. Note that while the faster part
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of the relaxation is governed by binary solute-solvent
interaction, the longtime decay is due to the collective
fluctuation of the solvent cage, which must be coupled
with the viscosity of the RTIL solvent.

Supplementary Information (SI)

Information regarding the radial distribution functions (g(r))
between [Bmim][PF6] RTIL atoms in order to verify that the
proper solvent equilibration, convergence of nonequilibrium
and equilibrium solvation response functions, g(r) between
solute atoms and different carbon atoms of the side chain of
the [Bmim]+ cation, and the outline of the origin of nonpo-
lar solvation dynamics of an excited solute in a solvent are
available at www.ias.ac.in/chemsci.
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